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Managing Embedded Firmware projects
since 2015

Zephyr enthusiast, developer and PM since
January 2017

Conference speaker and organizer
Open Source Firmware evangelist

13 years in business

C-level in:
g LPN Piotr Krol,
pLAnT —= 3MDEB ? VITRO CEO and Co-Founder of LPN Plant
@lpnplant
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Who we are? A Zephyr™Project

Developer Summit

Wireless connectivity integrator for
Industrial loT

Smart Metering and Smart Lighting
based on OSS components

Embedded Software Developers
leveraging Zephyr on nodes

Yocto-based gateways using Xen and
TrenchBoot

Open Source Firmware enthusiasts and
evangelists



4

Ca

Zephyr“Project

Developer Summit

LoRaWAN introduction
Device Firmware Upgrade in Zephyr
DFU strategies using MCUDboot
Problem statement
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LoRaWAN multicast
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LoRaWAN introduction Zephyr"Project

Developer Summit

Long Range Wide Area Networking standard
which leverages unlicensed radio spectrum in the
Industrial, Scientific and Medical (ISM) band
Works well in urban, industrial and in door
environment

AES128 end-to-end encryption gy
Good alternative for NB-loT and LTE-M low
bandwidth applications like smart metering or
smart lighting

Low power

Ability to leverage public or built private
infrastructure for your application

Image: https://www.semtech.com/lora/what-is-lora



https://www.semtech.com/lora/what-is-lora
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Zephyr-based applications can be updated using code from Device
Firmware Upgrade subsystem
subsys/dfu/boot - interface code for bootloaders

subsys/dfu/img_util - firmware image management code

The goal is to deal with firmware images not transport and management
protocols required to tx/rx image
As example Zephyr supports BLE and serial as DFU transport

Zephyr is directly compatible with MCUboot - Apache 2.0 licensed
cross-RTOS bootloader

Enabling MCUDboot for your Zephyr-based application is straight forward and
described well in documentation:
https://docs.zephyrproject.org/latest/quides/device_mgmt/dfu.html



https://docs.zephyrproject.org/latest/guides/device_mgmt/dfu.html
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Fixed location

0x8000

!

MCUboot Primary slot Secondary slot Scratch Persistent storage

| “ Firmware image that executes at 0x8000

Fixed location - firmware images are built to run only from fixed location in
flash, strategy how to handle transition to new firmware has to be
configured at build time

Swapping

Overwriting
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DFU strategies using MCUboot ™" Zephyr Project
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Swapping

2. Erase firmware image sector

in primary slot
[ 3. Copy firmware image sector

from secondary slot

2 ,|

MCUboot Primary slot secondary slot Scratch  Persistent storage
L )
1. Copy firmware image sector
from primary slot to scratch

Swapping - strategy use scratch area to swap content of primary and
secondary image
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Overwriting

Copy firmware image sector
from secondary slot

i |

: Primary slot secondary slot | Persistent storage

—

MCUboot |

Overwriting - bootloader overwrite primary slot with the content of
secondary slot
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Other strategies:
Direct XIP - use active image flag to mark active image, requires
awareness of execution location both by build system and update client
RAM load - execution happen in memory

More details can be found in MCUboot documentation:

https://mcuboot.com/design.html

Terminology clarification: Device Firmware Upgrade which happen using
wireless technology we often call Over-The-Air (OTA) upgrade/update



https://mcuboot.com/design.html
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Nodes downtime should be minimized
LoRaWAN payload size is small in comparison to firmware size
We operate in crowded noisy environment some packets may be lost or
broken - progress of upgrade on each node can be different
Transmission time depends on regulation

For example in Europe duty cycle is 0.1% and 1% depending on

channel
There are some features of LoRaWAN that help optimizing data rates,

airtime and energy consumption like Adaptive Data Rate but it has its

own limitation depending on transmission
Duty cycle or power cycle is the fraction of one period in which a signal or

system is active
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LoRaWAN data rates and payload sizes

Data Rate Configuration Indicative Bit Rate(b/s) N
0 LoRa: SF12 /125 kHz 250 51
§ | CoEn e - = In Europe the data rate that is the most
2 LoRa:SF10 /125 kHz 980 51 resilient to noise is LoRa: SF12/ 125 kHz
3 LoRa:SF9 /125 kHz 1760 115 (Data Rate O)
T R o “*In this case the payload limitation is 51
5 LoRa:SF7 /125 kHz 5470 222
bytes.
6 LoRa:SF7 / 250 kHz 11000 222
7 FSK: 50 kbps 50000 222

EU863-870 Data Rates - Source: https://lora-alliance.org/resource-hub/rp2-101-
lorawanr-regional-parameters

N: maximum application payload length, in the absence of the optional FOpt control
field
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- AMD Quad Core 1GHz, 4GB
DDR3-1333 DRAM

- RS-232, 2x USB 3.0

- 3x Intel i210AT NICs

- mSATA and 2x mPCle slots

- Open Source Firmware (Dasharo
Secure Gateway coreboot-based)

- TPM support

- LTE and WiFi ready

- In-door and Outdoor (IP67) option
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[Update Iogic}—-[ HTTP APl] | InfluxDB

t ;

[PostgreSQL}i [ Redis 1

A A

ChirpStack Gateway OS

h 4 A4

{Gateway Bridge }— [ Network Server ] —{ App Server }

\ ! — /

Semtech Packet 4>i MQTT Broker \ [ SWupdate 1

Forwarder

4

L IpnGate Yocto BSP J

Dasharo Secure Gateway (coreboot-based BIOS)

_.x /n
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STM32L4 + LoRaWAN module
MCUboot and Zephyr RTOS
on-board temperature measurement
energy consumption monitoring e
2 isolated digital inputs and outputs R —
power: 12-24 V DC input or internal —
battery

RS-485, 4-20mA, 1-wire

sensor can be powered by the node
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IpnMiner
(" R
Application logic LoRaWAN
Update logic LoRaMAC
\ J
' ¢ ™\
Watchdog ] RTC DAC ier'l“f;f LoRa
" -
Zephyr
MCUboot
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LoRaWAN nodes can receive only unicast messages unless DevliD is
assigned
DevlID is integer number which uniquely identifies the device in whole network
The DevlD is used later in the multicast messages to determine part of
message which is related to given node.
Multicast mask describes which nodes are active in multicast operation like
FOTA
Nodes apart from their device specific LoORaWAN keys can be assigned with
multicast keys common to the nodes within the same multicast group.
Using multicast mask and DevID we can solve 2 problems

Delivering messages to multiple nodes

Retransmitting missing packets to specific nodes
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Gateway update logic start update
with following information

msk - Device mask used in
multicast downlinks

c - CRC32 of the whole binary

{"tp":1877,"c":1406356305, "msk" :512}

tp - Total number of packets

Each binary fragment contains
also a packet id and CRCS of the
packet itself:
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Firmware
image

Gateway update logic

- Calculate
number of
packets

Prepare
buffer %48b

—

Create
update
metadata

\

9

Sendto .

Wa|t v
SendDelay

Create
fragment

nodes >{cs HTTP API|

Missing
fragments

\ 4
{ Wait for all H ,F:,?ss;?,g )
packets sent fragments

info
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fa Node update logic )
A (i Y - [ Saving |
Me;iggtta % Prepare slot >) Eaecﬁ:\:nntz >} fragments in
P J L g ) L slot ) Gateway Bridge
A
A

:

N : Request ] [ Received
palb e oy [ missing missing ]
b v ' fragrrllents fragments

Verify
signature :
OTA transfer OTA failed
successful |
L J
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OTA transfer i Reboot to Swap images
successful MCUboot for testing }-—P%et watchdogJ

o
Commit new Application Boot new
image self-test image

Watchdog
Rollback timeout
previous
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Running application on the MCU Starting OTA update

[00:00:00.222,000] <inf> sx1276: SX1276 Version:12 found :43:30.277,000] <inf> rtc: Day: 1, Month: 1, Year: 0O
[00:00:00.277,000] <infT> 1lpnlight: VERSION 1.1.3 143:30.277,000] rtc: Hour: ©, Minute: 43, Sync: ©
[00:00:00.277,000] <inf> config: Detected HW Version: 0 :43:30.277,000] rtc: Total timetable saved events: 1
[00:00:00.277,000] <inf> config: Device Configuration: NO_BRIGHTNESS :43:37.149,000] - data_sender: RxDatarate: ©
[00:00:00.277,000] <inf> format: EUI: 73c5601be8f0d305 :43:37.149,000] <inf> data_sender: RSSI: -29
[00:00:00.278,000] <inf> relay: Relay switched off :43:37.149,000] data_sender: Size: 36
[00:00:00.278,000] <inf> 1pnlight: Device ID: 1 :43:38.328,000] ota: OTA started, waiting for packages
[00:00:00.278,000] <inf> lora: Configuring LoRaWAN stack :43:39.452,000] - data_sender: Frame sent
[00:00:00.281,000] <inf> lora: Joining network :43:40.277,000] <inf> rtc: Day: 1, Month: 1, Year: ©
[00:00:05.457,000] <inf> lorawan: Joined network! DevAddr: 0lebGb@d :43:40.277,000] rtc: Hour: O, Minute: 43, Sync: ©
[00:00:05.457,000] <inf> lorawan: Device Class C Switch :43:40.277,000] rtc: Total timetable saved events: 1
[00:00:05.459,000] <inf> lora: Configuring multicast channel: © :43:50.277,000] -« rtc: Day: 1, Month: 1, Year: ©
[00:00:05.459,000] <infT> lorawan: Multicast channel @ config success :43:50.277,000] <inf> rtc: Hour: 0, Minute: 43, Sync: ©

.277,000] rtc: Total timetable saved events: 1
.664,000] data_sender: RxDatarate: ©
.664,000] - data_sender: RSSI: -29
.664,000] <inf> data_sender: Size: 51
.664,000] ota: Recived binary package with id: ©
277,000] rtc: Day: 1, Month: 1, Year: 0O
.277,000] < rtc: Hour: O, Minute: 44, Sync: ©
.277,000] <inf> rtc: Total timetable saved events: 1
4.677,000] data_sender: RxDatarate: ©
.677,000] data sender: RSSI: -29
4.677,000] data_sender: Size: 51
4.677,000] <inf> ota: Recived binary package with id: 1




Demo - Gateway

3901573505 Mask=255 TotalPackets=2120

CRC8=188 PktId=0

A CRC8=0 PktId=1

A CRC8=0 PktId=2

A CRC8=0 PktId=3

A (CRC8=0 PktId=4

A CRC8=0 PktId=5

A CRC8=0 PktId=6

A CRC8=0 PktId=7

A CRC8=0 PktId=8

A CRC8=0 PktId=S

CRC8=169 PktId=1€
x CRC8=113 PktId=11
! CRC8=209 PktId=12
X CRC8=209 PktId=13
X CRC8=209 PktId=14

jR CRC8=209 PktId=15
! CRC8=209 PktId=16

AR CRC8=209 PktId=17
/8q CRC8=42 PktId=18
> CRC8=30 PktId=19

t (CRC8=173 PktId=20
a CRC8=218 PktId=21
8 CRC8=188 PktId=22
3 CRC8=247 PktId=23
CRC8=21 PktId=24

WFs CRC8=108 PktId=25
EXx CRC8=241 PktId=26
c  CRC8=156 PktId=27

L CRC8=162 PktId=28
( CRC8=74 PktId=29
) CRC8=180 PktId=30
c CRC8=220 PktId=31
z CRC8=51 PktId=32

BdHg CRC8=224 PktId=33
cGr/V CRC8=213 PktId=34
UA CRC8=0 PktId=35

9 CRC8=125 PktId=36

o (CRC8=30 PktId=37
G CRC8=70 PktId=38
® CRC8=52 PktId=39
CRC8=251 PktId=4¢€

zZWG CRC8=134 PktId=41
AQ4I CRC8=8 PktId=42
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Starting CLI helper tool sending
packetized new demo-update.bin
binary with fw version 1.1.5

Firstly the tool sends the
METADATA about the update to
devices in the specified
MULTICAST GROUP. Individual

devices from the multicast group
can be selected with device
mask (part of our custom
protocol).
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.222,000] <inf> sx1276: SX1276 Version:12 found

277,000] < > 1lpnlight| VERSION 1.1.5

277,000] < > config: Detected HW Version: ©

277,000] < > config: Device Configuration: NO_BRIGHTNESS
277,000] <inf> format: EUI: 73c5601be8f0d305

.278,000] < > relay: Relay switched off

.278,000] < > 1lpnlight: Device ID: 1

.278,000] < > lora: Configuring LoRaWAN stack

.281,000] <inf> lora: Joining network

.457,000] < > lorawan: Joined network! DevAddr: 01ebOb@d
.457,000] < > lorawan: Device Class C Switch

https://asciinema.org/a/ciKoWkNVxzM3LEcvsVGdEcHIe



https://asciinema.org/a/cjKoWkNVxzM3LEcvsVGdEcHle
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